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Abstract 

This paper describes our preliminary ex-
periments in running an unadapted real-
time broadcast news speech recognition 
system on a wide range of meeting data.  
We find the system performance in the out-
put transcription to degrade from a range of 
12-50% WER on English broadcast news 
sources to 70-120% WER on English meet-
ings.  We discuss several factors that con-
tribute to this degradation. 

 

1 Introduction 

Over the past two decades, automatic speech recogni-
tion (ASR), or speech-to-text (STT), systems have 
been developed for and applied to a range of audio 
domains, with varying degrees of success.  One of the 
most successful domains to which ASR systems have 
been applied has been broadcast news.  There is 
growing interest in applying ASR systems to meeting 
data, including recent meeting corpus development 
(Janin et al. 2003) and evaluations of meeting tran-
scription performance (Garofolo et al. 2004).  The 
results presented in this paper represent both formal 
ASR evaluation results from this most recent NIST 
meeting evaluation and informal performance num-
bers from our internal experiments 

 
Our interest in applying ASR systems to the 

meeting domain stems from our extensive work inte-
grating real-time automatic speech and language 
processing systems into a large-scale news video 
indexing and retrieval system.  As a preliminary step 
toward large-scale meeting processing, our goal in 

this work was to establish a performance baseline.  
Without modifying our existing real-time broadcast 
news ASR system, how would it perform on meeting 
data?  From this baseline result, we would have a 
good idea of how much, and how, we might improve 
performance. 

 
The Virage Enhanced Video Text and Audio 

Processing (eViTAP) system (Palmer et al. 2004) 
currently combines state-of-the-art automatic speech 
recognition and machine translation components with 
cross-lingual information retrieval in order to enable 
searching of multilingual video news sources by a 
monolingual speaker.   In addition to full search ca-
pabilities, the system also enables real-time alerting, 
such that a user can be notified as soon as a word, 
phrase, or topic of interest appears in an English or 
Arabic news broadcast.  Figure 1 shows the EViTAP 
cross-lingual search and alerting interface, with real 
data from the system, including both meeting data 
and broadcast news data.   The list of relevant video 
clips matching an alerting profile or a user search is 
shown on the left, with broadcast source and time, 
most-frequent named entities, and a relevancy score.  
The center of the screen contains the video playback 
window, with clip navigation and keyframe story-
board.  The right of the interface contains the tran-
scripts from the ASR engine; video playback is 
synchronized with the transcripts such that words are 
highlighted as they are spoken in the video.   

2 Meeting Data 

As part of the ARDA Video Analysis and Content 
Extraction (VACE) program, we have been working 
with a set of meetings broadcast on the Reading, 
Massachusetts public access cable TV channel.  This 
data set consists of a variety of Reading school board, 
town hall, and town council meetings that are open to 
the public.  The meetings are typically recorded with 



a single camera and with multiple table-top and 
podium microphones combined into a single audio 
channel.   The audio channel contains constant 
background noise, including paper shuffling, coughs, 
and side conversations.  Topics of the meetings 
typically focus narrowly on school or town business, 
which is very different from the language data on 
which the broadcast news system was trained. 

The data for the NIST meeting evaluation con-
sisted of meetings from four sources, provided to 
NIST for use in the evaluation. The conversation 
topics range widely from music and politics to dis-
cussing the meetings themselves.  There were three 
evaluation conditions in the formal NIST study, 
based on three different microphone recording types: 
Individual Headset Microphones (IHM), single dis-
tant microphones (SDM) and multiple distant micro-
phones (MDM).  Each of these conditions is different 
from the Reading Meetings we have been processing, 
which enabled us to analyze a broader set of meeting 
conditions.   

3 ASR System Description  

The ASR system we used for our experiments was a 
real-time broadcast news system developed by 
Softsound 1  that extends earlier BN speech work 
carried out at Cambridge University (e.g., Renals et 
al. 2000).  The system has a vocabulary size of about 
64,000 words, with pronunciations from the 
CMUDict (Weide 1998) or automatically generated 
from components of known words.  The acoustic 
model was trained from about 24 hours of broadcast 
news data using HTK (Young, et al. 2000).  
Monophones were trained first, followed by top-
down decision tree clustering, resulting in 3000 states 
and 16 Gaussians per mixture.  A trigram language 
model was trained from data acquired through 
LDC/ELRA or from Internet spidering. The system 
uses a time-first decoder originally described in  
(Robinson and Christie 1998).  The ASR system op-
erates in 1X real time on all data. 

 

4 Results 

Speech recognition performance is measured in terms 
of a Word Error Rate (WER), which is the ratio of 
the total word substitutions, deletions, and insertions 
in the ASR system output to the total number of ref-
erence words in the transcript.  The real-time Vi-
rage/Softsound ASR system typically produces a 
WER ranging from 12-50% on broadcast news data, 

                                                           
1 A special thanks to Tony Robinson for making this 

system available for our experiments. 

with the best performance coming on “clean” anchor 
segments and the worst performance coming on “re-
porter in the field” segments.  
     As expected, the performance of the broadcast 
news system degrades significantly when applied to 
meeting data.  Table 1 shows the system performance 
for each speaker in the Reading School Board data.  
The word error rate varies by speaker in the range 70-
90%, with the overall performance for all speakers at 
77.1%. 

 
Speaker WER for BN system 

Male 1 85.9% 

Male 2 78.6% 

Male 3 81.0% 

Male 4 91.7% 

Male 5 69.3% 

Male 6 84.1% 

Female 1 92.0% 

All speakers 77.1% 

 
Table 1: Performance of broadcast news ASR system 

for speakers in a school board meeting. 
 
 

 
     The performance of this system on the NIST 
meeting evaluation data for the single directional 
microphone (SDM) condition was roughly compara-
ble, at 73.8%. This was consistent with our expecta-
tion, since the SDM condition was the most similar to 
the microphone environment at the school board 
meeting (a single audio recording representing input 
from multiple speakers or microphones).   
     The system performance on the individual head 
microphone (IHM) condition was significantly 
worse, at 116.0%.  The IHM was the most controlled 
acoustic environment, and we expected the perform-
ance on this condition to be the best of all the data.  
Upon examining the results, we determined that there 
were two major factors in this unexpectedly-large 
degradation.  The first was poor detection of long 
periods of silence in the data.  The ASR system and 
audio classification system were trained on broadcast 
news data, in which silences are rarely longer than a 
second or two. In the meeting data, for certain micro-
phones, silences were several minutes long.  This 



resulted in poor silence detection and misclassifica-
tion of silences as speech (and thus large word inser-
tion rates).  The second factor in the performance 
degradation was the meeting ASR evaluation para-
digm.  For multiple IHM scenarios, the reference 
transcript for the data specified which single micro-
phone was active at a given time, and all other mi-
crophones were assumed to be silent.  However, our 
ASR system picked up background speakers on mul-
tiple microphones and (arguably correctly) tran-
scribed these words, which were all treated as 
insertion errors in the evaluation.  This effect can be 
seen clearly in Table 2, which shows the performance 
of the broadcast news system on the three meeting 
corpora plus the broadcast news baseline.  The 
substitution and deletion error rate is comparable for 
the IHM and SDM conditions, but the insertion rate 
is extremely high for the IHM condition.  We believe 
that this factor accounted for the majority of the 
degradation of the WER from 73 on SDM to 116 on 
IHM. 

 

 
Table 2: Substitution, deletion, insertion, and word 
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5 Conclusions 

Our preliminary experiments in applying a broadcast 
news ASR system to meeting data resulted in per-
formance degradation from 12-50% WER on news 
data to 70-116% on meeting data.  Not surprisingly, 

there are significant differences between broadcast 
news and meeting data.  There is also a range of per-
formance within each data type.  However, across the 
range of meetings we processed, we observe a some-
what consistent degradation of ASR performance. It 
remains to be seen if this performance holds for addi-
tional types of meeting data, and it is likely to de-
grade further for meetings with lower-quality 
microphones or microphones that are not centrally 
located to all speakers. 

In addition to our quantitative analysis of the 
ASR performance on meeting data, our experiments 
have resulted in the full integration of meeting video 
data, with full speaker ID and ASR transcripts, into 
our existing news processing system, as shown in 
Figure 1.  This combination enables cross-lingual 
search, retrieval, and video playback by a system user 
across news and meeting domains. 
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Figure 1: Virage Enhanced Video Text and Audio Processing (eViTAP) interface, showing school board and 

broadcast news data, with speaker ID and speech recognition output synchronized with video playback. 
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